Acta Math. Hungar.
80 (1-2) (1998), 83-88.

A CLOSED FORMULA
FOR THE MOORE-PENROSE GENERALIZED
INVERSE OF A COMPLEX MATRIX
OF GIVEN RANK

D. CONSTALES (Gent)

Abstract. For the Moore--Penrose generalized inverse of complex matrices,
we establish closed forms valid on each set of matrices of given rank. These ex-
pressions are matrices of rational functions of the matrix coefficients and their
complex conjugates, so that it is seen explicitly and constructively that taking
the Moore—Penrose inverse is a real-analytic operation when restricted to the sub-
sets of matrices of given rank.

1. Introduction

The Moore-Penrose generalized inverse (cf. [2]) A" of a complex
m X n matrix 4 € C™*™ is defined as the unique solution X to the sys-
tem of equations

(1) AXA =4, XAX =X, (AX)"=4AXx (x4)"=Xx4,

in which - ' stands for Hermitian transposition {transposition combined with
complex conjugation). If A has full rankr = min (m,n), there exist well-
known (cf. [2]) closed-form expressions for its Moore-Penrose generalized
inverse, viz AT = AT(AAT) Yifr =m and AT = (ATA) TAT if r = n.

In this note we shall prove an extension of these formulas to rank-deficient
matrices A, ie., those for which v < min(n,m), and establish appropriate
formulas for cach value of r. Bach of these will express AT as a matrix of
rational functions of the components of A and of their complex conjugates.

When r = 0, i.e., A is zero, AT = 0 trivially provides such a closed-form
expression. From now on, we concentrate on the cases where the rank satis-
fies 1 £ r < min(n,m).

Let us first introduce a few notations. For any matrix A € C™*™ and for
any I = {i1,42,...,8p} S{L.2,....m}, J = {J1,02,. .., Jg} £1{1.2,...,n}, the
matrix A[1, J] denotes the p x ¢ submatrix of A formed by all the components
of A that belong to the rows é7,49,...,%, and to the columns j1, ja,...,7,. For
any square matrix A = (a;;) of C"*" the matrix A% denotes the classical

adjoint of A, ie., A2 = (A;;) where Aj; is the cofactor of aj;.
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2. Rank deficiency 1

Let A e C™*" m <n, be of rankm — 1. Since AAT is a Hermitian
matrix, there exists a unitary matrix U7 such that

AAT = U diag (dy,ds, ..., dm-1,0)UY;

the vanishing of the last diagonal component then implies that the last col-
umn of Ut ATU is zero. Clearly,

(2) (AAN) = U diag (a7 %, 45, . .. 0T,

N
(3) ((AAT)Y N = U diag (0,0,....,0,(didy .. dpy) ) UT
and since the last column of UTATU is zero, we see that
Ar(aa' YNt =y,

Therefore the well-known expression (cf. [2])

At = 4t (44!
can be transformed Lo

Al = At ((AAT) + (At )Ty,

Using the general fact (cf. (2]} that for matrices X, Y € C™"™ such that XY
=YX =0, (X+Y) = X"+ ¥, we obtain with X = AAT, ¥ = (AATY

A = At (44t 4 (aat)y T

where in view of (2) and (3) the generalized inverse is applied to a non-
singular matrix, so

Al = AT (AAT + (A4t )

Hence we have shown that for any m x n matrix A, m S n, of rankm — 1
over C,
(AA* + (AATY )Y

(4) AT = At e
det (AAT + (AAT)

If m 2 n and A has rankn — 1, a similar formula can be obtained by applying
(4) to A" and taking the Hermitian transpose of both sides, relying on the

identity AT = ((AJF)T) *
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3. The general case for a singular matrix

Now we assume that the rank» of A € C™*" satisfies 1 £ r < min (m,n)
- 1. The following elementary result will be used.

LEMMA 1. If X,V € C™" satisfy XY =YX =0, then
range (X + Y1) = range X ®rangeY T,

PRrROOF. Obviously range (X +Y ) C range X +rangeY+. If Xo+ Y1y
C range X | range YT there arc »', ¢ such that Xo | YTy = X Xta' | YTV
= (X +Y ") X1T2'+Yy') € range (X + Y1), The sum is direct because Xz
=Yty implies XXz = X+tY Ty =0 s0o Xz = 0. This completes the proof

of Lemma 1.

Again, we shall obtain a formula
Al = 44t + BBy

for some suitable B, constructed as follows.
Let M ={1,2,...,m}and N = {1,2,... ,nkif I = {i1,49,...,ipp 1} EM
and J = {j1,72,...,drs1} & N, define By j as the n x m matrix with entries

(Brj). . = { (A[L, J]adj) o i Jrand j =i for some k and [,
o otherwise.

To clarify this construction, let n =m =4, r =2, I = {1,2,4}, J = {1,3,4}
and write
a1l @12 a1y fid
A | G211 022 @23 424
31 (@32 33 34
41 42 43 Q44

If

biy by b 4 all Gy a4
boy by bas ) = AL JPY, AlLJ} = | an @23 a2 |,
bs1 b3y bas 41 043 44

then

bii bip 0 b3
0 O 0 0

bar baa 0 b

b1 b3 0 b33

Combining the minors that make up By ; with the components of A,
it is readily seen that the components of By ;A are either determinants of

By =
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matrices with at least two equal columns, or minors of order {r + 1) of A,
whose rank is only 7: in both cases, they must vanish, so By ; annihilates A
from the left. Illustrations of these cases on the earlier example {remember
that r = 2 there) are

a1 213 44
(BraA), = biian +bpazy +biseqr = [aoy azs ang | =0,
4] 043 Q44

a1z 613 414
(Br,gA)y, = bria1a + biaasz + b13a42 = [aza  ags  azg | =0,
dq2 (43 (44

aly  a13 G4
(Br,gA);3 = bria13 + bizass + bisaas = jags  agy aze | =0.
@43 43 Q44

We then define B by stacking these By ; vertically, for all (7‘+1) (Tf_l)
pairs (I, J).

LEMMA 2. The matriz B annihilates A from the left and has rank at
least (m —r).

PROOF. Because each By y annihilates A from the left, so does B, since it
is obtained by stacking them vertically. Because the matrix A has rankr, it
contains a non-singular 7 x r submatrix. To put it more technically, we can
find a set Iy = {i),%2,...,i,} of row indices and a set Jo = {j1,j2,...,Jr} of
column indices such that the submatrix A[ly, Jo| has non-zero determinant,

The set I having r elements, there clearly are m — r subsets f1, Is, .. .,
I, of M that have r + 1 elements and contain fg as a subset. On the
other hand, Jy has r elements, so there are n — 7 subsets of N having v +1
elements and containing Jy; we shall only need one of these, say J = Jy U {7}
for some j € N\ Jo.

Relying on the definitions the j** row of B[I,,J], where p=1,2,.

— 7 has 0 on the columns of M\ I, and X det A[ID,JO] on the column
whose index is the sole element of I, \Ig Considering the m — r possible
values of p we find a non-zero multiple of the (m —r) X (m — r) unit ma-
trix in B, which must have rank at least m — r. This completes the proof of
Lemma 2.

From
AY(B*B) = AT (B*B)(BYBB*B) = (BA)*B(B*BB*B)' =
it follows, by a similar reasoning as in Section 2, that
At = A*(447)" = AT(44Y + BB
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Relyving on the lemmmas, we have that
rank (AA" + BTB) = rank AAY + rank BT B
=rank A +rank B 2 r + (m —7r) = m.
Hencee in this case too the generalized inverse is applied to a non-singular
square matrix (of dimension m x m), and therefore the closed-form expres-

sion

. (AAT 4 BB

t
(5) Al=4 det (AAT + BT RB)

is obtained.

4. Concluding remarks

The matrix B being obtained by stacking the By ; for all subsets I and
J of cardinality (r + 1), the expression BB which occurs in the formula (5)
can also be written as
B*B =Y BB,
I.J

but we preferred to use B because it is easier to prove that its rank is at
least m — r. In fact, B can be replaced in the proof by any product CB,
where (7 is a non-singnlar matrix, thus giving rise to many other closed-form
expressions.

Thus we have proved the following theorem.

THEOREM 1. fet A € C" ™ m < n, be a matriz of rankr. Then its
Moore-Penrose generalized inverse is given by the closed formula

(AAT + A

4+
A=A det(AA++A’)’

where the matriz A satisfies
(i) A'=04r=m;
(i) A — I if 7 = 0;
(iii) otherwise, t.e., when 1 v < m:

A'=>_ BiBrr,
1.J
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where the sum ranges over all subsets I C{1,....m} and J S {1,...,n} of
cardinality v+ 1.

The case m 2 n is completely analogous and can be obtained by Hermi-
tinn fransposition.

As an application, note that these formulas express each component of
Al ag a rational function of the components of A and of their complex con-
jugates, so it follows at once that A — Al is a real-analytic mapping when
restricted to a subset of matrices of fixed rank.
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